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DKU Co-Innovate Platform_Challenge Information

Partner Information

Organization Name: | memU

Organization Type: Corporate

Official Website /

Account Link(s): https://github.com/NevaMind-Al/memU

Contact Person: Kiki (Shigi Gu)

Project Information

Project Category: Technology Innovation Project

Expected End Time
Expected Start Time: | February 2026 | (or long-term July 2026
partnership):

Partner Brief Intro:

memU is an Agentic Memory Framework for LLMs and Al agents. It can ingest
multimodal inputs, extract them into fine-grained Memory Items, and further organize
and cluster them into structured Memory Files/Memory Categories.

Unlike traditional RAG systems that rely solely on vector retrieval (Embedding Search),
memU supports non-vector retrieval, allowing the model to directly read the memory
files themselves. LLMs can understand these memory files from a semantic, natural -
language perspective, and trace back layer by layer from Memory Files/Categories —
Memory Items — Original Resources, enabling Deep Search and more accurate
reasoning.

Project Overview

This project aims to provide students with a high-level technical co-creation experience
through a real codebase, open-ended product iteration, and engineering practice.
Throughout the project, students - guided jointly by mentors and company developers
- will join the memU product and open-source ecosystem as collaborators and directly
contribute to upgrades and iterations.

Both sides will jointly plan several themed co-creation directions, targeting real technical
pain points or user needs, and form a structured learning path with concrete
deliverables. Participation may work on (but is not limited to):

e Submitting high-quality PRs (Pull Requests) based on real requirements;
» Developing new feature modules and extending existing capabilities;
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e Optimizing core memory logic, system architecture, or engineering workflows;
e Performance tuning, documentation improvements, and long-term maintenance
of the open-source project.

The project will also jointly develop supporting technical tutorials and engineering
practice guides; complete project documentation, API references, and developer guides;
and public-facing outputs such as technical articles, case analyses, and project
showcases. Relevant achievements may be published via memU'’s official public channels
and other platforms, increasing visibility of student work and contributing to sustainable
knowledge sharing in the open-source community.

Partner Support & Resources

1. Technical resources: access to the core product and open-source codebase, plus
technical documentation for development reference

2. Professional mentorship & engineering guidance: technical team members
provide code reviews, technical coaching, and roadmap guidance

3. Co-creation mechanism support: co-design themed directions and provide real
scenarios and requirement analysis

4. Open learning & training resources: tutorials, development process onboarding,
and best-practice training

5. Showecasing & dissemination: support publication through official channels,
websites, and community platforms

6. Deep participation & possible extensions: opportunities for long-term
collaboration or special R&D projects for outstanding contributors

Partner Support & Resources:

1. Elderly Community Resources
o Connect with beneficiaries from Xin'ao’s presbyopia/cataract programs to record
voice messages for the toy.
« Organize beneficiaries to participate in the “YtBRZgZR 4t HF,” knitting sweaters for
the toy to complete intergenerational interaction.
2. Technical & Innovation Support
e Support the development, debugging, and refinement of the toy’s embedded Al
interactive functions (Q&A and singing).
3. Project Organization & Community Management
e Provide a community organization platform and manage elderly participation to
ensure orderly implementation.
e Assist coordination and communication with hospitals and volunteer teams to
enable on-the-ground companionship activities.

Additional Notes:
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